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Executive Summary: 

This project explores the use of predictive analytics in football to enhance play-calling 

strategies and understand game dynamics. Leveraging the comprehensive NFLverse dataset, 

which includes play-by-play information and advanced metrics, we developed machine learning 

models to analyze three key areas: the effectiveness of routes against specific defensive 

coverages, optimal defensive strategies against offensive formations, and a quantifiable metric to 

track game momentum. These analyses aim to provide NFL teams with actionable insights for 

data-driven decision-making and improved on-field performance. 

For our first research question, we identified optimal offensive routes against defensive 

coverages by using a K-Nearest Neighbors (KNN) model. The findings revealed that routes such 

as slants and screens are highly effective against man-to-man and prevent defenses, respectively. 

The second research question focused on determining which defensive coverages work best 

against offensive formations. Using Random Forest and Gradient Boosting models, we found 

that strategies like Cover 3 performed well against formations such as trips. The final research 

question addressed game momentum, where we developed a metric based on Expected Points 

Added (EPA), Win Probability Added (WPA), and other factors. Random Forest models 

provided the most accurate momentum predictions, highlighting significant game events like 

turnovers and scoring plays as key momentum indicators. 

While the results showed moderate model accuracy (e.g., 50% for RQ1 and 40% for 

RQ2), they reflect the inherent variability and complexity of football. Nevertheless, the models 

identified critical trends and patterns that coaches and analysts can incorporate into their 

strategies. Ethical considerations include addressing potential biases from historical data, 
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ensuring equitable access to analytics tools, and preventing over-reliance on models that may 

oversimplify the game’s complexity. These insights should enhance decision-making without 

replacing human expertise. 

Challenges included handling class imbalances, cleaning large datasets, and creating a 

momentum metric from intangible factors. Despite these hurdles, the results demonstrate the 

potential of predictive analytics to improve football strategies. We recommend that NFL teams 

integrate these insights into play-calling and defensive preparation while continuing to refine 

models by incorporating additional variables, such as environmental factors. Our work 

underscores the value of combining advanced analytics with expert judgment to maximize team 

performance. 
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Project Plan 

Organization Description: 

The National Football League is a professional American football league comprising 32 teams 

divided between the National Football Conference and the American Football Conference. 

Founded in 1920, the NFL headquarters are located in New York City and is widely regarded as 

the premier American football league in the world. 

The league operates with a 17 game regular season that typically runs from September to 

January, culminating in the playoffs and the Super Bowl, which determines the league champion. 

The NFL is known for its intense level of competition, extensive media coverage, and significant 

cultural impact in the United States. It also engages in various community initiatives and has a 

global presence through international games and partnerships. 

Research Questions: 

RQ1: What routes are ideal against certain defensive coverages? 

As teams seek to improve their offensive strategies, it is crucial to understand which routes are 

most effective against specific defensive coverages. The ability to identify and exploit defensive 

schemes can significantly enhance a team’s passing game, making the offense more 

unpredictable and difficult to defend. For example, recognizing when a defense is in Cover 2, 

Cover 3, or man-to-man can allow quarterbacks and receivers to adjust their routes, such as 

running quick slants against man coverage or deep posts against Cover 2, to maximize yardage 

and create scoring opportunities. Ideal routes are those that capitalize on the weaknesses inherent 
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in a particular coverage, such as attacking the deep middle in Cover 3 or exploiting the flats in 

Cover 4. 

The aim of this research question is to identify the attributes of specific routes that closely match 

predictable patterns in defensive schemes, providing a tactical advantage to the offense. By 

understanding these matchups, offensive coordinators can design game plans that target 

vulnerabilities in the defense, ultimately improving the team’s overall performance on the field. 

RQ2: What defensive coverages are ideal against certain offensive formations? 

Similarly to the offensive side, a key component of defensive success is understanding which 

defensive coverages are the best based on the information that the offense is giving in the form of 

formation. For example, if the defense can recognize with a high likelihood that the offense will 

be attempting a run based on the offensive formation and previous history in those formations, 

they would be given a great resource to at least know to look out for the predicted play or even 

further, use the predicted coverage call. This would allow the defense to exploit the information 

given by the offensive formation and be given the best predicted play call to make in real time.  

The goal for this research question is to identify the indicators in formation that most often result 

in certain offensive plays, giving an advantage to the defense by gaining this knowledge. As 

mentioned, with this knowledge the defensive coordinators can call defensive plays that are 

made to stop the given play, resulting in a higher percentage of defensive stops.  

RQ3: How can we create a metric to track the momentum of a given game? 

As sports analytics continue to evolve, developing a reliable metric to track the momentum of a 

game is increasingly important for teams, analysts, and fans. Momentum, though often 
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considered intangible, can significantly influence the outcome of a game, affecting player 

confidence, strategic decisions, and overall team performance. For example, a sudden shift in 

momentum after a key turnover or a scoring run can dramatically alter the dynamics of a game, 

making it crucial to quantify these shifts in real time. 

The objective of this research question is to establish a metric that captures the ebb and flow of 

momentum by analyzing factors such as scoring runs, turnovers, and time of possession. By 

identifying the attributes that align with changes in momentum, this metric could provide 

valuable insights into game dynamics, enabling teams to make data-driven decisions that 

capitalize on or counteract these critical shifts. 

Hypotheses 

H1: Specific routes and combinations of routes will be optimal against certain defensive 

coverages. 

By analyzing NFL play-by-play data, we hypothesize that specific routes, such as slants, posts, 

and outs, will be most effective against particular defensive coverages like Cover 1, Cover 2, and 

other defensive formations. By identifying these optimal route-coverage matchups and 

examining their success rates in terms of yards gained, completion percentages, and touchdowns, 

we will be able to test this hypothesis. 

H2: Certain defensive coverages will be optimal against given offensive formations.  

Using the play-by-play data along with a dataset of offensive and defensive formations, we 

hypothesize that certain defensive coverages will prove to be the most effective against the 

formation that the offense has come out in such as Bunch or Twins. We will test this hypothesis 
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by identifying the optimal coverage based on the lowest stats in terms of resulting yards gained, 

completion percentages and touchdowns.  

H3: Changes in advanced metrics can track momentum shifts during games. 

We propose that shifts in advanced metrics, such as expected points added (EPA) and win 

probability, can indicate momentum changes during games. By identifying key plays and their 

impact on these metrics, such as turnovers, scoring drives, or defensive stops, we can create a 

reliable metric to track momentum. This hypothesis will be tested by analyzing the correlation 

between game events and changes in momentum, validating the approach against game 

outcomes and expert observations.  

Data 

The data comes from the NFLverse dataset, which contains detailed play-by-play information 

from NFL games. This dataset includes both structured and unstructured variables that describe 

each play, allowing for in-depth analysis of football strategies. The dataset captures data from 

regular season and postseason games, offering insights into various aspects of team performance, 

player actions, and game dynamics. The data is divided into several key modules, including play 

descriptions, game context, player statistics, and advanced metrics. 

Play Attributes 

Each play is described with variables such a play type (pass, run, etc.), coverage type, offensive 

formation, route combinations, down, distance, yards gained, and game situation. Additional 

attributes include offensive and defensive team identifiers, player names, play results (e.g., 

completions, turnovers), and penalties. This information allows analysts to explore which routes 
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work best against specific coverages and which defensive setups counter certain offensive 

packages effectively. 

Game Context and Advanced Metrics 

The dataset provides detailed game context, including quarter, time remaining, score differential, 

and field position. Advanced metrics include expected points added (EPA), win probability, and 

success rates, which help assess the impact of each play on the game’s outcome. These metrics 

can be instrumental in developing a momentum tracking metric by analyzing shifts in EPA, 

sudden changes in win probability, and scoring sequences. 

Coverage and Formation Data 

Key variables for studying defensive and offensive strategies include the type of defensive 

coverage (Cover 1, Cover 2, man-to-man, zone) and offensive formation data (trips, I-formation, 

shotgun). By analyzing how these factors interact, researchers can identify optimal defensive 

strategies against specific offensive packages and vice versa. 

Measurements 

Critical measurements in this analysis include the effectiveness of route combinations against 

particular defensive coverages, the success rate of different defensive schemes against offensive 

formations, and the development of a momentum metric based on game flow data. Effectiveness 

can be measured by yards gained, first down conversion rates, and EPA per play, while defensive 

success can be quantified by metrics like forced turnovers and stops. 
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For momentum tracking, the analysis focuses on capturing shifts in game dynamics, such as 

changes in win probability, scoring runs, and significant plays that impact the game’s flow. This 

metric aims to quantify the often-intangible feeling of momentum, providing coaches and 

analysts with actionable insights during games. The NFLverse dataset, with its detailed and 

expansive data, serves as the foundation for these analyses, enabling the exploration of the 

relationships between plays, strategies, and game outcomes. 

Methodology 

For research question 1, we are trying to determine which routes are optimal against specific 

defensive coverages. To achieve this, we will use structured data from the NFLverse dataset such 

as play type, route run, and defensive coverage. A series of classification models, such as 

Decision Trees and Random Forests, will be used to predict the success of each route against 

various coverages. We will begin by performing exploratory data analysis (EDA) to identify key 

variables that contribute to the success of a play, such as yards gained and completion 

percentage. Visualization of route effectiveness against specific coverages will also be employed 

to validate our findings. 

For research question 2, which seeks to identify the optimal defensive coverages against certain 

offensive packages, we will utilize structured data focusing on offensive formations and 

defensive schemes. Using logistic regression and Support Vector Machines (SVM), we will 

analyze the effectiveness of each defensive coverage in stopping specific offensive packages. 

The analysis will leverage structured data on play outcomes, such as turnovers and stops, to 

predict which defensive strategies are most successful against various offensive setups. Social 
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Network Analysis of team performance patterns may also provide insights into how defenses 

adapt to offensive schemes. 

For research question 3, which aims to create a metric to track momentum during games, we will 

focus on advanced structured data that captures game events, such as scoring plays, turnovers, 

and shifts in win probability. For this problem, time series analysis will be critical, but it will also 

be important to analyze sequential play data to capture momentum swings. Key plays will be 

evaluated using Hidden Markov Models or neural networks to detect patterns indicative of 

momentum changes. By identifying these shifts and their impact on the game’s flow, we can 

develop a composite momentum score that accurately reflects in-game dynamics. 

For structured data, we will perform EDA to identify the most relevant variables, such as success 

rates of routes, defensive stops, and changes in win probability. Plotting these variables will help 

us understand their influence on game outcomes. In some cases, common football knowledge 

will be applied; for instance, understanding that aggressive defensive plays might shift 

momentum more significantly than standard stops. 

Overall, these approaches will combine statistical modeling, machine learning techniques, and 

domain knowledge to address each research question effectively, leveraging the data within the 

NFLverse dataset to optimize football strategies and track game momentum. 

Computational Methods and Outputs: 

We believe that using AUC/ROC to evaluate model performance will yield the most accurate 

models for RQ1 as well as RQ2 and RQ3. In tandem with this, we will also be evaluating using 

MSE and RMSE as a way to diversify model performance evaluation. These metrics will help 
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assess how well the model performs in practical scenarios where certain types of predictions are 

more important than others. In order to tune the models, RQ1 and RQ2 will be tuned using 

feature selection as well as multi-fold cross validation. As for RQ3, we will be using a 

time-based cross-validation, as the momentum of a game is critically based on the timing of 

events. This will allow us to maintain the temporal order and remove the risk of future data 

leakage.  

Output Summaries: 

RQ1: What routes are optimal against certain defensive coverages? 

The analysis will identify the routes that have the highest success rates against specific defensive 

coverages. A table will be generated displaying the top 25 route-coverage combinations sorted 

by highest yards gained and completion percentage. Additional tables will break down the top 10 

optimal routes for each common coverage type (e.g. Cover 1, Cover 2, man-to-man). A heat map 

will visualize these optimal routes on the field, highlighting areas where routes are most 

successful against various coverages. This will help illustrate the spatial effectiveness of different 

routes under specific defensive schemes. 



13 

 

https://www.pff.com/news/pro-pff-data-study-examining-the-passing-game-with-route-heat-map

s 

 

RQ2: What coverages are optimal against certain offensive packages? 

The analysis will determine the most effective defensive coverages against specific offensive 

packages. A summary table will list the top 10 defensive coverages sorted by their success rates 

against offensive formations such as shotgun, trips, and I-formation. Additional output will 

include a matrix that pairs each offensive package with its most effective countering coverage. A 

pie chart will illustrate the distribution of defensive success by formation type, and a bar chart 

will compare the frequency of defensive stops, turnovers, and other key outcomes across 

different coverages. 

https://www.pff.com/news/pro-pff-data-study-examining-the-passing-game-with-route-heat-maps
https://www.pff.com/news/pro-pff-data-study-examining-the-passing-game-with-route-heat-maps
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RQ3: How can we create a metric to track momentum during games? 

The analysis will develop a momentum metric that quantifies game flow and momentum shifts 

based on key play data. The output will include a time series graph that tracks the momentum 

score throughout a game, highlighting key plays that trigger significant shifts. A table will 

summarize the momentum change for critical moments in various games, such as touchdowns, 

turnovers, and defensive stops. A scatterplot will be used to compare changes in win probability 

against the new momentum metric to validate its effectiveness. The momentum metric will also 

be visualized in a line graph, showing how it fluctuates in correlation with game events, 

providing a clear visualization of momentum trends within a game. Additionally, we can utilize 

the graphing tools within NFLverse to plot different teams momentum value during games 

compared to winning probabilities. 
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https://nflplotr.nflverse.com/articles/nflplotR.html 

 

Campaign Implementation:  

The National Football League brings in 18.6 billion U.S dollars annually, and continues to reach 

new viewership highs every year. The 2024 Super Bowl averaged 120.3 million viewers on CBS 

alone, making it the largest audience for a single-network telecast to date. The Next Gen Stats 

tracking system records player data—including location, speed, distance traveled, and 

acceleration—at a rate of 10 times per second, tracking movements with precision down to 

inches. This raw data is utilized to automate player participation reports, compute performance 

metrics, and generate advanced statistics through machine learning on AWS. Each play in every 

game generates over 200 new data points. As the use of Machine Learning continues to grow, 

other organizations such as NCAA Football could begin to use metrics such as the ones used in 

our research questions to create real time suggestions for coaches and players. For example, 

https://nflplotr.nflverse.com/articles/nflplotR.html
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developing a model to answer the question, “How can we create a metric to track the momentum 

of a given game?” would allow a team to quantify momentum shifts in real time and change the 

game plan accordingly.  

 

Literature Review 

​ As predictive analytics become increasingly embedded in sports, the NFL has seen a 

surge in the application of machine learning and statistical modeling to improve decision-making 

on the field. This literature review explores studies that focus on predicting ideal play calling and 

tracking momentum using real-game NFL play-by-play data, highlighting the methodologies and 

findings that contribute to a deeper understanding of football strategy. The effectiveness of 

specific offensive routes against defensive coverages has been a critical area of research. In the 

Stanford University study on predictive modeling in NFL play outcomes, researchers utilized 

deep learning techniques to analyze player tracking data and evaluate the success of various 

routes. They concluded that “predictive models can provide strategic insights into which plays 

are likely to succeed against different defensive setups, allowing teams to tailor their approach 

dynamically” (Stanford, 2020). This study underscores the potential of using data to match 

offensive routes, like quick slants or deep posts, to specific defensive coverages such as 

man-to-man or Cover 2. 

​ Further supporting this, the Oxford Academic study employed hidden Markov models to 

predict play calls based on game situational data, demonstrating that routes and formations 

significantly impact the success of offensive plays. The research highlighted that “routes like 

slants or posts are particularly effective against man-to-man coverage due to their ability to 

create quick separation” (Oxford, 2021), thus providing empirical backing for route-specific play 
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calling strategies. These findings align with broader trends in sports analytics, where 

understanding the matchup between offensive routes and defensive alignments is crucial for 

maximizing play success. The use of detailed data allows teams to not only predict but also 

exploit these matchups, creating a significant tactical advantage. 

​ Understanding which defensive coverages best counter specific offensive formations has 

also been extensively studied. A paper published by IOS Press examined various machine 

learning models, including neural networks and random forests, to predict play types based on 

situational data. The researchers found that “defensive schemes like Cover 3 showed higher 

success rates against formations like trips, due to their balanced approach in covering deep 

threats and underneath routes” (IOS Press, 2024). This finding demonstrates the value of 

adapting defensive coverages to the offensive setup, enhancing a defense’s ability to counteract 

strategic offensive plays. Additionally, the study emphasized the importance of situational 

awareness and feature selection, stating that “incorporating variables such as down, yards to go, 

and score differential significantly improved model accuracy, providing a nuanced approach to 

play prediction that better informs defensive play-calling” (IOS Press, 2024). This aligns with 

the broader theme of integrating contextual game factors to refine defensive strategies and 

emphasizes the dynamic nature of football, where both offensive and defensive coordinators 

must constantly adjust based on in-game conditions. 

 

​ Momentum in sports has very recently begun to be explored as it is complex to quantify 

an intangible feeling such as a momentum swing in a sporting event. For the purpose of this 

review, momentum is defined as a team's time-based probability of winning the match. An article 

from the 2nd International Conference on Artificial Intelligence, Database and Machine 
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Learning (AIDML 2024) established a time predictive model based on the scoring timeline by 

using Hidden Markov models. They concluded that “momentum impact factors and player 

performance, … variables such as serve_no, point_victor, p1_winner, winner_shot_type, 

p1_net_pt_won, p1_distance_run, rally_count, and speed_mph exhibits strong correlations with 

momentum”(Jia, Z. and Li , Z. 2024), opening the door to the idea that the exact same type of 

momentum metric can be created and studied for the National Football League. If certain metrics 

that impact a teams performance can be used in a time sensitive model that takes into account the 

times of each action in relation to the team's ability to score points, a so-called “momentum 

metric” could be created. The article goes on to explain how “coaches and players can formulate 

strategies for serving selection and tactical arrangements based on the information provided by 

the model to maximize the utilization of momentum changes and develop targeted strategies 

against opponents' weaknesses and habits”(Jia, Z. and Li , Z. 2024). This concept as well lends 

itself perfectly to the idea that the same type of actions could be an option for NFL coaches and 

players. By tailoring their gameplay to attack harder at a positive momentum swing, or become 

far more conservative for a negative one, a team could potentially be at a great advantage by 

using a system such as this. 

  

Exploratory Data Analysis 

For our project we decided to merge two different datasets that we had found because each 

dataset has its own set of metrics that will prove to be useful in our data analysis and model 

creation. Both of these datasets come from the NFLVerse ecosystem in R. This ecosystem is a 

comprehensive combination of packages and repositories centered around real game NFL data 

with records going back decades. Each dataset had about 50,000 observations and 390 different 
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variables. Due to the extensive amount of variables in the extremely detailed data, we decided to 

clean the merged dataset by only using the following variables for the remainder of the project: 

 

RQ1: What routes are ideal against certain defensive coverages? 

 

Play_type - Filters out if the play is a pass or a run 

Defenders_in_box - Displays the defensive front 

defense_coverage_type  - Core to identify how defenses respond to offensive formations. 

Pass_length - Measures depth of passes 

Pass_location - Where on the field the pass was attempted (left, right, middle) 

Air_yards - Distance ball traveled in the air 

Route - Possible alternative to pass_route 

Epa - Expected points added estimates the success of each play 

 

 

 

RQ2: What defensive coverages are ideal against certain offensive formations? 

 

defense_coverage_type  - Core to identifying how defenses respond to offensive formations. 

defense_personnel - Describes defensive personnel on the field. 

offense_formation - Describes the offensive setup, which the defense is reacting to. 

Offense_personnel - Important to see which players are on the field and how defenses respond. 

Defenders_in_box - Helps analyze how many defenders are committed to stopping the run. 

number_of_pass_rushers - Indicates defensive pressure strategy. 
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Players_on_play - Total number of players involved, useful for defensive and offensive 

alignment analysis. 

run_location - Helps understand how the defense reacted to run plays. 

run_gap - Important for evaluating whether defensive alignment covers the run effectively. 

sack - Key to knowing whether defensive coverage succeeded in pressuring the quarterback. 

interception - Represents defensive success in coverage. 

penalty_type - Helps analyze whether defensive coverages are prone to penalties. 

 

RQ3: How can we create a metric to track the momentum of a given game? 

 

score_differential - Reflects the current score margin, which is crucial for momentum shifts. 

td_prob - Probability of scoring a touchdown, can be an indicator of momentum in a drive. 

fg_prob - Field goal probability, indicating potential scoring opportunities. 

Wpa - Win probability added, a metric that reflects shifts in game momentum. 

Epa- Expected points added, which can indicate momentum in terms of offensive production. 

yards_gained - Measures the success of plays and indicates shifts in momentum. 

drive_ended_with_score - Whether a drive resulted in a score, affecting momentum. 

turnover - Any turnover can represent a significant momentum shift. 

total_home_score - The current score of the home team, essential for momentum tracking. 

total_away_score - The current score of the away team, also critical for momentum tracking. 

Along with these variables, the objective for answering our third research question is to create a 

final variable;  



21 

Momentum - Identifies the momentum of the given team based on a combination of scoring 

probabilities, game states, and dramatic shifts such as turnovers or big plays.  

 

Exploratory Plotting for RQ1 

To begin with our first research question we first wanted to start by plotting the yards gained 

grouped by the defensive coverage type for each route in our dataset. This gives us an initial look 

into the relationship between variables that will be very important when creating our model.  

 

.  

Figure 1 

We can already begin to see some of the best routes against certain coverages based on the 

averages yards gained by those routes. The most visible of these observations can easily be seen 

as the screen play against the prevent defense. This is an obvious observation as these are 

basically opposite play/coverage combinations, but it makes us hopeful that this data will work 

well in our eventual model. Next we similarly wanted to look at how the number of defenders 

looks when compared to the averages yards gained by each route type.  
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Figure 2 

We can immediately see some strong correlations between deeper routes being more effective 

against a box that is stacked with more defenders. For example, if we look into the average yards 

gained on plays using a “GO” route, we can see that the greatest average yardage gain is when 

there are 10 defenders in the box. This is a very basic idea of football, such that with many 

defenders close to the line, a receiver running fast down the field will have a higher likelihood of 

catching a deep ball. The fact that the data shows this however, is again, a promising sign. Next 

we will take a closer look into the average Expected Points Added for each route type grouped 

by coverages.  
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Figure 3 

If we look at the corner routes, we are shown an interesting negative epa when facing a prevent 

defense. This means that the expected points added is actually negative for a corner route against 

a prevent defense according to our dataset. Basically this means that there is a higher likelihood 

of something going wrong when throwing this type of route against the prevent defense. This is 

very interesting and will prove to be important later. Lastly, we will look into a basic plot which 

shows the distribution of route types in our dataset from the 2023 NFL season.  
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Figure 4 

Exploratory Plotting for RQ2 

For question 2, we need to focus on what defenses work against certain defensive coverages. Our 

first graph, Figure 5, starts us out by demonstrating what basic coverage types are ideal against 

individual formations. While this isn’t a super detailed look into the defense, it gives us a general 

preview of what coverages defensive coordinators are generally calling. We can then refine this 

even more by personnel, as seen in Figure 6. This breaks it down more into how many defensive 

backs, linebackers, and defensive lineman are in the formation. This is important because not 

every cover 4 or different type of coverage contains the same personnel. This demonstrates the 

primary defensive personnel or formations that are being brought out to counteract certain 

offensive formations. 
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Figure 5 
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Figure 6 

A heatmap, like demonstrated in Figure 7, can give us an even more accurate look into the 

prominent defensive personnel that are being utilized against certain formations. Our example 

looks into the pistol formation and the number of defenders in the box compared to the number 

of pass rushers. Which is important to show if the defense is showing a blitz, and then if they are 

actually blitzing or sending a less aggressive pass rush. We can get a general idea of the 

distributions of how many defenders we see in the box based on formation by looking at Figure 

8. It also demonstrates the variance in selection that can be seen in the dataset, as in our example 

the shotgun formation has a very small distribution while the wildcat formation has a wide 

spread. This can allow us to compare the different approaches to different formations and train a 

model on the ideal selection.  
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Figure 7 

 

Figure 8 
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Exploratory Plotting for RQ3 

For our final research question, we are attempting to track momentum. In order to do this, we 

will use multiple factors, like winning probability, EPA, and field position to demonstrate 

momentum. In Figure 9, the EPA by play for a game between the Chicago Bears and the Green 

Bay Packers is displayed to visualize the sway and trends of a game. Bigger plays will have a 

bigger impact on momentum and vice versa for negative plays. Figure 10, demonstrates the trend 

of field position and how impactful plays can occur from different areas of the field and the 

amount of impact that can have on the game. EPA shifts can demonstrate the severity of each 

play and how a big play from 75 yards out can sometimes be even more impactful than a big 

play from 20 yards out. Finally, Figure 11 demonstrates the winning probability each team has 

and the trends that occur throughout an individual game. As seen in the example, there are many 

ebbs and flows that can be captured throughout each game and can be quantized into a metric 

that tracks momentum. Observe how the Bills winning probability was nearly 100% and then 

suddenly the Jets winning probability slowly creeps up until they are almost 100% and the Bills 

are 0%. These trends are important to show in a game that is often defined by momentum that 

can shift at a moment’s notice. 
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Figure 9 
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Figure 10 
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Figure 11 

 

Methodology 

Before diving straight into the creation of  our three models, we first need to preprocess our data 

and make sure that not only is the data clean and free from incorrect or empty observations, but 

also that the data is in a format that will be easily accessible. This will make things much easier 

when we begin to split our data, and finally create and tune our models. In this document we will 

describe this process and all of the different aspects that go into it. 

  

RQ1: What routes are ideal against certain defensive coverages? 
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For RQ1, we first needed to narrow down our original list of variables and create a subset using 

the following variables: route, yards_gained, defenders_in_box, defense_coverage_type, 

pass_length, pass_location, epa. This subset has dimensions of 16,000 rows and 7 columns 

after omitting 20 NA observations. This subset was obtained by filtering on the play_type 

variable being equal to pass and the route variable != NA. This will give us exactly what we need 

to create our model. For this question, our model will be a KNN due to its impressive 

performance when predicting multi-class categorical variables, as well as its sensitivity to class 

distribution. K-fold cross-validation will be used to optimally tune our model by providing a 

more reliable estimate of its performance, as it involves partitioning the dataset into 𝑘 subsets and 

training the model across these different folds. This process helps in reducing overfitting, ensures 

that every data point gets to be in both the training and validation sets, and ultimately aids in 

selecting hyperparameters that yield the best generalization to unseen data. Certain categorical 

variables will need to be encoded to prepare the data for the KNN model. The 

defense_coverage_type and pass_location variables will require one-hot encoding, as they are 

non-ordinal categorical variables. Additionally, pass_length, which has values "short" and 

"long," will be handled with binary encoding since it represents an ordinal relationship. These 

encoding steps ensure that categorical data is properly transformed into a numerical format that 

the model can interpret. Other variables like yards_gained, defenders_in_box, and epa are 

continuous and will only need scaling rather than encoding. Using confusion matrices in addition 

to accuracy will provide deeper insights into the model’s performance. This will account for the 

difference in  true positives and false positives, making it a great choice for multi class 

categorical questions such as these. 
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 RQ2: 

For RQ2, we aimed to determine the ideal defensive coverages against specific offensive 

formations by leveraging both Random Forest and Gradient Boosting models. Our focus was 

on predicting which defensive coverage types would be most effective in countering particular 

offensive formations. The key variables used for this analysis included defense_coverage_type 

(target variable), offense_formation, number_of_pass_rushers, sack, interception, 

yards_gained, and yardline_100. These variables were selected for their relevance in capturing 

both the structure of the offense and key defensive outcomes, such as sacks and interceptions. 

After cleaning the data by removing any rows with missing values, the dataset was split into 

training and test sets using an 80-20 split, ensuring that the model's performance could be 

validated reliably. 

For the Random Forest model, we employed a grid search to tune the mtry hyperparameter, 

which controls the number of variables randomly sampled at each tree split. We trained the 

model using 500 decision trees to enhance performance and applied 5-fold cross-validation to 

prevent overfitting. This method helped ensure the generalizability of the model by training and 

validating on different subsets of the data. After training, we used a confusion matrix to evaluate 

the model’s predictions on the test set. The variable importance plot from the Random Forest 

model indicated that variables like offense_formation, number_of_pass_rushers, and 

yards_gained were the most influential in determining the predicted defensive coverage. These 

variables played a significant role in influencing the defensive strategy selected for any given 

play. 
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In addition to the Random Forest model, we implemented a Gradient Boosting Model (GBM) 

to further explore the relationships between offensive formations and defensive coverages. GBM, 

known for combining weak learners (decision trees) into a stronger predictive model, was 

employed with careful tuning of hyperparameters such as learning rate, number of trees, and 

tree depth. The grid search allowed us to refine these parameters, ensuring the model improved 

iteratively by correcting the errors of previous trees. Similar to the Random Forest model, 5-fold 

cross-validation was applied to maintain model robustness and avoid overfitting. The Gradient 

Boosting model, while effective in predicting common defensive coverage types, struggled with 

rarer classes like COVER_6, likely due to the class imbalance in the dataset. 

By using both models, we were able to identify which variables and combinations were most 

critical in predicting effective defensive coverage types against offensive formations. This 

comprehensive approach offered insights into how defensive strategies are influenced by 

different offensive setups, contributing valuable information for game strategy and performance 

analysis. 

RQ3: How can we create a metric to track the momentum of a given game? 

For RQ3, we first needed to narrow down our variables to those most relevant for tracking 

momentum. We created a subset using the following: score_differential, td_prob, fg_prob, epa, 

wpa, yards_gained, drive_ened_with_score, turnover, total_home_score, total_away_score, and 

yardline_100. This subset resulted in approximately 20,000 rows and 11 columns after filtering 

out any NA values. The key to answering this question is to develop a momentum score, 

calculated by combining changes in wpa, epa, and scoring-related variables. This score will 

quantify momentum shifts by reflecting how each play influences the game’s flow, factoring in 

the critical impact of field position. To create the momentum metric, we will combine changes in 
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wpa and epa with scoring-related variables such as whether a drive ended with a score, a 

turnover occurred, or how close the team is to the line (using yardline_100). We will explore 

multiple regression models to predict this momentum score, starting with a linear regression 

model and then moving on to more complex models, such as random forest regression and 

gradient boosting machines (GBM), which can capture nonlinear relationships. These advanced 

models will help account for significant game events, such as turnovers or big plays, as well as 

the impact of field position on momentum. Data preparation is essential for model performance. 

Continuous variables like yards_gained, epa, and yardline_100 will be scaled, while binary 

variables like turnover and drive_ended_with_score will be encoded. The dataset will split into 

an 80/20 training and test set to evaluate model accuracy. We will also implement K-fold 

cross-validation to tune hyperparameters and reduce overfitting, ensuring that the model 

generalizes well to unseen data. Evaluation metrics such as RMSE, MAE, and R-squared will 

help us determine the accuracy of our momentum predictions and identify which model performs 

best. This methodology will allow us to create a robust metric that tracks the ebb and flow of 

game momentum, providing insight into how specific plays and field position shift the dynamics 

of a game. 

 

Data Visualizations 

 

Model Summary and Analysis: 

RQ1: 

For RQ1, we begin by refining our initial list of variables to create a focused subset that includes 

route, air_yards, yards_gained, defenders_in_box, number_of_pass_rushers, 
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time_to_throw, defense_coverage_type, pass_length, pass_location, epa, and comp_air_epa. 

This refined subset consists of 16,000 rows and 7 columns after excluding 20 NA observations. 

The subset was generated by filtering for plays where the play_type variable is equal to "pass" 

and the route variable is not NA. Additionally, we applied a filtering process that ensures only 

successful plays are included by selecting observations based on a required yards gained to yards 

to first down ratio. For our analysis, we employ a Random Forest model, known for its 

robustness in handling multi-class categorical variables. To optimize the model, we utilized grid 

search to determine the best number of folds for k-fold cross-validation, allowing us to fine-tune 

the model parameters effectively. This method helps reduce overfitting, ensures that every data 

point is included in both training and validation sets, and aids in selecting hyperparameters that 

improve generalization to unseen data. To prepare the data for the Random Forest model, we 

need to encode certain categorical variables. The defense_coverage_type and pass_location 

variables will undergo one-hot encoding, while the pass_length variable, which has "short" and 

"long" values, will be treated with binary encoding due to its ordinal nature. Continuous 

variables like yards_gained, air_yards, time_to_throw, comp_air_epa, and epa will require 

scaling rather than encoding. In addition to accuracy metrics, we will employ confusion matrices 

as our visualizations to gain deeper insights into the model’s performance, allowing us to account 

for the disparities between true positives and false positives, making this approach especially 

valuable for multi-class categorical analyses such as this one. 
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Figure 12 

 

Figure 13 
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                                                             Figure 14 

Our findings indicate an accuracy of around 50% for the Random Forest model, which reflects 

the inherent complexity and randomness associated with football as a sport. In the context of 

football, this level of accuracy can still provide valuable insights for various applications. Firstly, 

football is characterized by numerous variables that can influence the outcome of each play, such 

as player decisions, defensive strategies, weather conditions, and even psychological factors. The 

random nature of these elements means that while predictive models can identify patterns and 

trends, they cannot account for every variable that may impact play outcomes. As it is, the model 

seems to produce the majority of false positives on routes that are extremely similar such as an 

out route and a hitch, which are thrown at roughly the same point. Additionally, even with 50% 

accuracy, the model can still identify certain defensive strategies or play formations that are 

statistically more effective under specific conditions, allowing coaches and analysts to make 

informed decisions based on data rather than intuition alone.  
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Figure 15 

RQ2: For RQ2, we focus on predicting the optimal defensive coverage type based on a set of 

offensive indicators and contextual features. To create the initial subset, we selected variables 

including offense_formation, yards_gained, yardline_100, offense_personnel, 

defenders_in_box, defense_personnel, number_of_pass_rushers, and xyac_epa, ensuring all 

records contain non-missing values for the critical variables. After excluding NA observations, 

we retain 13,000 rows and 8 columns for the analysis. 

For this analysis, we employ a Gradient Boosting Model (GBM), which is well-suited for 

handling both categorical and continuous variables and is effective in capturing complex 

interactions between variables. We tune the GBM model using grid search over hyperparameters 

such as the number of trees, tree depth, learning rate, and minimum observations per node, which 



40 

are optimized through 3-fold cross-validation. This approach helps balance runtime efficiency 

with the model’s ability to generalize well to unseen data. 

In preparing the data for the model, categorical variables like offense_formation, 

offense_personnel, and defense_personnel are encoded as factors. Continuous variables like 

yards_gained, yardline_100, and xyac_epa are standardized, while defenders_in_box and 

number_of_pass_rushers are filled with the median values where necessary. 

 

Figure 16 
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To evaluate model performance, we primarily rely on the ROC curve to assess how well the 

model distinguishes between different defensive coverages. The ROC curve allows us to measure 

the trade-off between true positives and false positives for each defensive coverage type, 

providing a clear indication of the model’s precision and recall across classes. Additionally, we 

employ a variable importance plot, which highlights the most influential features in predicting 

defensive coverage. This plot is critical in understanding which offensive indicators (e.g., 

offense_formation, yarline_100, and yards_gained) have the most impact on the model’s 

predictions. 

                                                Figure 17                                                                                                            Figure 18 

The visualizations displayed in the two heatmaps provide insights into the model's performance 

and the relationships between offensive formations and defensive coverages. The confusion 

matrix heatmap on the left compares the predicted and actual defensive coverages, illustrating 

how well the model predicts each type of coverage. The blue-shaded cells, representing higher 

frequencies, indicate where the model has successfully predicted defensive coverages, while 
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lighter cells show areas of misclassification. For instance, the model frequently predicts Cover 3 

correctly, as indicated by the darker blue cell along the diagonal, but struggles more with Cover 0 

and Cover 1, where predictions are spread across multiple coverage types. This confusion matrix 

helps us understand the model's accuracy across different coverage types and highlights where 

the model is performing well and where it may need improvement. 

The relative frequency correlation heatmap on the right explores the relationship between 

offensive formations and defensive coverages. It displays the proportion of times each defensive 

coverage is used in response to a given offensive formation. For example, Jumbo is strongly 

associated with Cover 0 (78% of the time), while Singleback and Shotgun formations are more 

evenly distributed across multiple coverages. This visualization helps us answer the research 

question by showing the defensive coverages most frequently used for each offensive formation, 

identifying trends in strategic responses. These insights allow us to better understand which 

defensive coverages tend to be favored against specific offensive setups, which can aid in 

predicting the optimal defensive strategy based on historical data. Both visualizations are critical 

in evaluating the model’s effectiveness and understanding the relationships between offensive 

formations and defensive coverages, supporting the goal of predicting optimal defensive 

responses in football. 
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                     Figure 19                                                                                                                                   Figure 20 

 

                                                                                   Figure 21 
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Figure 22 

Our findings show an accuracy of approximately 40% for the GBM model. While this may seem 

modest, it reflects the complexity of predicting football plays, where outcomes are influenced by 

numerous dynamic and often unpredictable factors. In the context of football analytics, even 

models with moderate accuracy can provide valuable insights. Defensive strategies are 

multifaceted, and predicting their success based solely on offensive indicators presents a 

challenging task. Despite this, the GBM model allows us to identify key trends and patterns, 

helping coaches and analysts make more data-driven decisions. The inclusion of features like 

offense_personnel and xyac_epa ensures that the model captures essential aspects of play 

success, and the use of the ROC curve and variable importance provides valuable insights into 

the model’s performance and the relative influence of key features. 
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RQ3: For RQ3, we aim to evaluate the predictive accuracy of momentum scores using two 

machine learning models: Random Forest and Gradient Boosting (GBM). We start by 

constructing a momentum score that incorporates weighted factors such as changes in WPA (Win 

Probability Added), EPA (Expected Points Added), scoring events, and turnover events. This 

score reflects the dynamic shifts in momentum throughout a game. The dataset includes variables 

such as score_differential, yards_gained, wpa, and epa, with missing values for numeric 

variables handled via median imputation. After preprocessing, the data subset contains key 

features relevant to momentum prediction. 

We first apply a Random Forest model, tuning it with cross-validation to determine the optimal 

number of predictors sampled (mtry). The R-squared vs. number of predictors sampled plot 

illustrates the model’s high accuracy in fitting the data, indicating that the model effectively 

captures the relationship between the features and the momentum score. Additionally, the RMSE 

vs. number of predictors sampled plot shows that increasing the number of predictors improves 

the model's performance by reducing prediction error. The final Random Forest model 

demonstrates low RMSE, indicating a strong alignment between predicted and actual momentum 

scores.  

     

Figure 23 
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Figure 24 

Next, we evaluate the performance of the Gradient Boosting Model (GBM). We tune the GBM 

model by adjusting the number of trees and tree depths, optimizing performance through 

cross-validation. The RMSE vs. number of trees plot demonstrates that as the number of trees 

increases, the model's accuracy improves, particularly with deeper trees. This indicates that the 

GBM model effectively captures complex interactions between the features, contributing to 
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accurate momentum predictions.

 

Figure 25 

One of the key visualizations in this analysis is the predicted vs. actual momentum score plot for 

both the Random Forest and GBM models. The plot shows a strong correspondence between the 

predicted and actual values, with points closely following the reference line. This reflects the 

models' ability to accurately predict momentum scores. The analysis focuses on how well the 

models can capture the dynamic shifts in momentum using variables like delta_wpa, delta_epa, 

and scoring events, which play a central role in determining shifts in momentum during a game. 
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Figure 26 

 

Figure 27 

 

Overall, the analysis shows that both the Random Forest and GBM models perform well in 

predicting momentum scores, with high R-squared values and low RMSE. While both models 
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provide strong predictions, the Random Forest model slightly outperforms GBM in terms of 

accuracy, making it the preferred approach in this context. These findings demonstrate that 

machine learning models can effectively quantify momentum shifts in football, providing 

insights for analysts and coaches. 

 

Ethical Recommendations 

Data tracking and the use of Machine Learning is far from new to the world of primetime 

sports such as the NFL. As data tracking has become increasingly prevalent over the past few 

years with the tremendous increase of sports betting across the country, it is only natural that this 

ultra-precise data be used in a Machine Learning Context. However, the widespread adoption of 

these technologies also raises concerns about the ethical implications, including issues of 

fairness, privacy, and the potential for over-reliance on predictive models in a game as 

unpredictable as football. 

For RQ1: The use of advanced ML models for the purpose of predicting route 

optimization could, in the wrong environment, create an uneven playing field. Teams with more 

resources to invest in cutting-edge technology could gain an unfair advantage, leading to 

disparities in performance and competition. Historical data, when used for event prediction in a 

dynamic and unpredictable environment like the National Football League, can create a false 

sense of security in decision-making. This is because past performance may not always 

accurately predict future outcomes, especially in a sport where randomness and unforeseen 

factors often play a significant role. It's important to make sure clients using this tool understand 

that it provides an analytically based estimate, not a guaranteed outcome. This helps teams 
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incorporate machine learning into their strategy while recognizing that it should not be the sole 

factor in decision-making. 

For RQ2: Identifying optimal defensive coverages against offensive formations, there is a 

risk of embedding biases from historical data into predictive models, which may lead to the 

reinforcement of existing defensive strategies over exploring innovative ones. Historical data 

often reflects past tendencies and biases, and models trained on such data could favor traditional 

defensive setups that align with historical success rather than evolving tactics (fairmodels, 2021). 

This feedback loop may stifle innovation in defensive strategies, narrowing the range of 

defensive formations that teams employ. Ensuring fairness and innovation in defensive analytics 

requires regularly auditing and updating these models to avoid outdated biases, allowing teams to 

explore a changing array of defensive strategies. 

For RQ3: Developing a metric to track game momentum, quantifying something as 

intangible as “momentum” introduces the risk of oversimplifying the complex game dynamics. 

While momentum metrics can provide valuable insights, they could also be misinterpreted by 

media and fans, leading to unfair criticism of players or teams based on perceived shifts in game 

momentum that are driven by algorithmic calculations rather than actual game context (MDPI, 

2020). Additionally, momentum tracking could influence coaching decisions in ways that 

undermine situational judgment, as coaches may feel pressured to adjust strategies based on the 

model’s interpretation of momentum rather than their own in-game assessments. Transparency 

about how momentum is quantified, as well as the limitations of these models, is essential to 

avoid over-reliance on algorithmic metrics in such a fluid and context-sensitive area of sports. 

​ In addressing these ethical considerations, it becomes clear that applying predictive 

analytics in NFL play calling and momentum tracking requires a balance of fairness, 
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transparency, and respect for player autonomy. While Machine Learning is not a new practice for 

the NFL, its increasing integration into strategy development, player analytics, and game 

predictions highlights the need for teams to balance data-driven insights with human expertise, 

ensuring that technology enhances rather than dictates decision-making. Responsible analytics 

should enhance decision-making without restricting the flexibility of coaches and players to 

adapt in real time. Ensuring equitable access to analytics tools across all teams will also help 

preserve competitive fairness, preventing advantages for wealthier organizations. By updating 

models regularly and maintaining open communication about the purpose and limitations of 

these analytics, the NFL can support a data-informed environment that respects the sport’s 

complexity and the role of human judgment. 

 

Challenges: 

For RQ2, determining the best set of variables was very challenging as there were a lot of 

defensive formation variables to select from. Not only are there the 8 standard formations but 

there is also a lot of variation in personnel that the model had to factor in. This was causing a 

slow runtime when determining variable importance and also when getting an output for the 

model. Additionally, the data had a large frequency in specific offensive formations, such as the 

shotgun formation, which made the data difficult to visualize and train accurately. Additionally, 

certain variables were showing a poor false positive value on the ROC curve, and removing these 

variables was found to be more difficult than initially thought, as the variables were worked 

within a pre-grouped set of data. Additionally, there were a decent amount of NA values 

throughout the dataset that required cleaning and repairing of the dataset in order to properly 
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train our model. These challenges all contributed to difficulty along the way to answering if we 

can develop a model that can predict optimal defensive coverages against offensive formations. 

For RQ3, it was a challenge at the beginning mostly, due to the fact we had to develop an 

entirely new metric on a unit that is not extremely tangible, momentum. In order to do this, we 

had to determine feature importance and what led to increases in teams winning probability and 

trends that could be highlighted in the game. Ultimately, we generated a formula that valued 

EPA, yards gained, and other variables that generated a metric that could be used to quantify the 

surges of a football game. Another challenge is obviously we have no metric to compare our 

actual value to, but we have multiple metrics we can compare relatively to, such as changes in 

winning probability, as well as the actual score of the game. While this is a complex question to 

address, our metric produces a consistent and reliable representation of momentum which 

answers our research question. 

 

Recommendations: 

Based on our findings, we recommend several steps for NFL teams, data analysts, and future 

research to maximize the benefits of predictive analytics in football strategy. First, teams can 

enhance play-calling strategies by leveraging data insights that highlight specific route-coverages 

with high success rates. For instance, offensive coordinators could benefit from incorporating 

quick slants or deep posts when facing man-to-man or Cover 2 defenses. Integrating these 

insights into play-calling, particularly through automated data feeds connected to real-time 

analysis tools, would enable teams to adapt to the defense in-game. 
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Defensive play-calling could also improve by focusing on pattern recognition. Training 

defensive coordinators and players to recognize offensive formations that frequently correspond 

with specific plays can improve defensive stops. Automating such analysis through game footage 

could assist teams in identifying and preparing for opponents’ tendencies. Additionally, the 

momentum-tracking metric we developed can provide critical insights into game dynamics and 

shifts. We recommend teams utilize this metric alongside real-time win probability and expected 

points added (EPA) to make informed decisions during large momentum swings. However, 

teams should be mindful of over-relying on the metric without considering situational factors, as 

misinterpreting game context could lead to less effective decisions. Future refinements, such as 

incorporating additional situational variables, could improve the model’s predictive ability. 

For continued improvement, future research could expand upon our models by incorporating 

more nuanced play and environmental variables, such as weather conditions or crowd noise, that 

might influence game outcomes. Additionally, increasing the focus on model explainability 

would be crucial; by assessing key variables affecting momentum or play success, coaches and 

analysts can gain a clearer understanding of the predictions and make confident decisions. 

Implementing these recommendations will strengthen NFL team’s analytical and on-field 

adaptability, ultimately improving performance through data-driven strategies. 
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